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Abstract— Information retrieval is a process of getting the
desired data accurately and efficiently. Arabic Information
Retrieval system is considered as an active research area since
there are millions Arabic speakers need to retrieve documents,
images and videos on the Internet. Arabic is considered as one of
the most difficult languages in automatic Natural Language
Processing (NLP). All these aspects have encouraged researches
to develop Arabic Information Retrieval (IR) systems and models
to support the process of retrieving the most relevant documents
to the user’s query. In this paper, two techniques of Vector Space
Model (VSM) are used to retrieve Arabic text documents which
are Cosine Similarity technique and Inner Product technique.
The main objective of this research is to compare between these
two techniques in terms of retrieving the most relevant
documents that met the user’s needs. The result showed that
both techniques will retrieve the same order of the documents
that are related to the entered user’s query. Both techniques
perform well in Arabic information retrieval systems.

Keywords- Information Retrieval; Vector Space Model; Arabic
Information Retrieval; Cosine Similarity; Inner Product.

. INTRODUCTION

Natural language Processing (NLP) is an area concerned with
the interface between human natural languages and computer.
It is part of Computer Science and Artificial Intelligence. So
NLP aims to generate and understand languages that human
use naturally [1]. Human will be able to communicate with
computers as they do with their fellow humans. The field of
information retrieval (IR) is considered one of the NLP
applications. Information Retrieval system can be defined as
the science of searching for information in a document or
searching for documents themselves in order to get the desired
data accurately and efficiently [1 and 2]. Given the steady
increase of Arabic e-content, such as e-magazines, e-books
and e- newspapers; excellent IR systems must be devised to
suit the nature and requirements of the Arabic language.
Moreover Arabic is the language of the Noble Qur’an and
Prophet Mohammad’s traditions. Most IR system research
was carried out in English because of the morphological and
orthographic complexity of the Arabic language. In this paper,
we concentrate on Arabic document retrieval using Vector
Space Model (VSM). In this model, both the query and the
document will be represented as vectors. There are four
techniques for the VSM, which are Inner product technique,
Cosine similarity technique, Dice similarity technique and
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Jaccard technique. This paper will focus only on using two
techniques, which are Cosine Similarity technique and Inner
Product technique. A comparison will be made between these
two techniques in terms of performance accuracy.

Il.  LITERATURE REVIEW

Arabic is one of the most widely used languages in the world.
Hence, there are some previous studies on the retrieval of
Arabic documents. Rammal Mahmoud and Sanan Majed [1]
showed that N-gram method for the retrieval of Arabic
documents is more effective than using keyword matching.
They used Lebanese official journal documents as the test bed..
Musaid Saleh Al Tayyar [2] mentioned that using one of the
three searching methods such as word, stem and root has its
limitation. For example the word and stem methods may miss
relevant records because of morphological variations. On the
other hand, the root method may retrieve irrelevant records. To
get over these limitations, the author came with a new
approach called morpho-semantic method. A sample of 590
records in Arabic was used as a database. Recall and precision
were used to measure and evaluate the effectiveness of the
word, stem, root and morpho-semantic methods. The results
showed that morpho-semantic method had the highest level
with 91% comparing to stem, word and root methods. El
Younoussi Yacine [3] proposed an approach for non-vowelized
Arabic language stemming to increase performance of Arabic
text documents indexing. The approach was based on four axes
which are normalization, lexicon, light Stemming and
morphological analysis. The proposed method showed a
respectable relevance rate despite some failure cases due
particularly to weak roots that contain one or more of the three
letters , (waw) i (hamzah) .(yaa) or have a double radical.

They classified the weak root into four classes. First weak root
such as (. , a35) , Where they have one of the two weak letters

sor ¢ as their first radical root. Second weak root such as &) ,
(Js5 where they have one of the two weak letters , org in the

middle of the root. Third weak root where the ending of the
root is a weak letter such as _.,. Issam Al-Hadid, Suha Afaneh,

et al. [4] used neural network (NN) model for retrieving Arabic
text documents from database. All stored documents they used
were indexed with keywords classification that described the
exact content of each document. The computational results
were compared with the VSM, they showed an improvement of
NN training time compared with VSM load document time.
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The following section in this paper explain the methodology
used in this research.

I1l.  METHOODOLOGY

Any good IR system must follow the following pre-defined
steps in order to get the desired results [5].

Accept a user query.

Understand from the user query what the user
requires.

Search a database for relevant documents.

Retrieve the documents to the user.

Rank them in an order based on the relevance of the
document to the user’s initial query.

Since the objective of this paper is to compare between the
two VSM techniques which are Cosine Coefficient and Inner
Product. The methodology used in this paper is represented in
the Figure 1.

Search Query

| Pre- Processing Stage |

X
Loading Tokenization Removing stop Words Stemming
| Retrieval Staae |
Compute Term Compute Documents Compute inverse of
Frequency (TF) Frequency (DF) Documents Frequency
(iDF)
Compute Document matrix
(TF* iDF)
¢ " !
| Calculate Cosine Similarity | | Calculate Inner Product |
| Get Relevant Documents | | Get Relevant Documents |
[ I
|

v

Compare Results

Figure 1. Methodology of Arabic Information Retrieval System Using SVM
A. Vector Space Model

The Vector Space Model (VSM) is an algebraic model used
for Information Retrieval [6]. It represents documents and
queries as vectors. It is possible with VSM to compute
similarities between queries and documents, and allow the

341

results of the computation to be ranked according to the
similarity measure between them. There are four main
techniques of VSM [6]:

1) Inner Product.

2) Cosine Similarity.

3) Dice Similarity.

4) Jaccard Similarity.
The methodology represented in this paper consists of two
stages, pre-processing stage and retrieval stage:

1- Pre-Processing Stage
In this stage all the documents and queries will go under the
following steps [7]:
1) Loading Documents and query.
In this paper five text documents are used and

query document. All these documents are loaded
and read by the system.

2) Tokenization.
It is the segmentation of the text into multiple
tokens. For example, "Goudl JI wexe ca3"Will be
tokenize to "geut ", " ", 2l

3) Removing Stop Words
In order to build an index file, we need to remove
all stopping words such as, "V, s, .,"

4) Stemming all terms

All the tokens will be passed to the stemming
module to find their root by removing all the
suffixes and the prefixes such as "<"from the
word ,"¢s5S'the word  "xa"from the word
"sawzxl". In this paper Stemming method was

chosen instead of Word and Root methods,
because Word method will retrieve word as it is
entered. For example, suppose that the user wants
to search for the word "_us* ; the system will

retrieve the word as it entered. For the Root
method the system will retrieve all forms of root "
" such as " «i&"( he wrote ) , "<=&'( he is
writing), " s "(we are writing); Al though there
is no need to that all of that.

2- Retrieving Stage
In this stage the text documents will be retrieved and

ranked according to the most relevant documents. The

following steps explain the strategy of using the VSM:
1) Term Frequency (TF)

This is to compute how many times each term
appears in a document.

2) Document Frequency(DF)
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3)

4)

This is to compute the number of times the term
appears in the text collection.

Inverse of Document Frequency (iDF)

The value of iDF is calculated using the following
formula:

iDF=1og10/ (N/ni)

Where, N is the number of documents in the text
collection.

Ni is the number of documents containing the term
i.

Matrix of Document

It is the index weighting and it is computed by
multiplying the TF scores by the iDF values of
each term, obtaining a matrix of document by
terms.

Inner Product similarity

In Inner Product or Dot Product similarity we will
compute the degree of similarity between vectors
of the document di and the query g using the
following equation [5]:

> (i)

Where di is the weight of term | in the document k and
gk is the weight of term I in the query. After that we rank
documents in descending order according to the values
we got.

Cosine Coefficient Similarity

It is a method used to compute the angle between
the vectors for documents and query. The equation
below is applied to fine the cosine similarity [5]:

> e (dik i)
t t
\/Ekzl(dik)Q*zkzl(Qk)z
The enumerator part is the inner product. Since the
inner product technique is the first technique that
was used in the VSM. It is considered as a base

part of the other techniques [6]. The denominator
part is computing the length for documents and

query.
Rank Documents

Documents are ranked in descending order
according to the values we got by conducting the
two previous techniques for example:

The inner product for each document is:
D1=0.041 D2=0.456 D3=0.062
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V.

Documents will be ranked in descending order.
Hence, D2 will be the top relevant document,
since it has the maximum similarity degree. Then
D3, and finally D1 which got the lowest ranking,
since it has the lowest similarity value.

EXPEREMINTAL RESULT AND DISCUSSION

To achieve the goal of this paper, we have developed an
Arabic information retrieval system that could process a
collection of text documents. The core programming language
that was used in this paper is Python. We constructed a set of
text documents as our dataset. This dataset consists of five text
documents have been collected from Arabic websites such as

"4l jan dasls

some issues regarding faculties and universities.

leglall 2aas 8%, All text documents are related to
After the

segmentation or tokenization process we have got 170 tokens.

The Tables

[, I, 1l and IV show some examples of our

experiments during the pre-processing stage.

TABLE I.

LOADING DOCUMENTS AND QUERY

Loading Documents

D1

HL\I\Q&\:D\:\“ eﬁﬁ‘)ﬂ@l@gaﬁuw\:\#ﬁ:\eﬁ@lﬁ
il glaal Lin o1 5385 Jlane 8 ilidl] _allal o gal) Gana
Cum 0 4 A0 peme Aiaa b Y] 4ty VLAY
Gaaal) 138 Jie Caalii il a5 V) & ece dipne ydiat

D2

e el (a0 3035 uad) e L s Austigl LS )
el daala Ly iy ) LIS (e Y,

D3

A ol ety (o) 5 o slaall A8 5 ) SMSH el
Lyl ASLaadl 8 I el Sl (g anl 5 5 e ledl
deliall Gl Ginl clalgind 4l 4liny aaia (53 43 gl
A a3y LS A gl Ay el ASLaal 8 Adaall (3 5
s s 5 e shaall 445 6 ealall ey e sheall
il sladll 43 Jlaa 6 Ahanal) 4 yrall 5 Cygd

Query

Laigh 4

TABLE II. TOKENIZATION PROCESS

Tokenization

D1

[| s‘f’)ﬁ‘ ,l;\m J ":Uulé.}' ’VQLA \FA(L ,':\:‘ﬁ:" ’y;'glsv ’va
Sdas S el galy ,'q.«.\bd\' Jasl it ,'e:‘L‘-'\:\:" e Ly
’v‘;v ’vg‘}‘wv R ,'U-\YLAW\J' ,'\;\LAM" ,l%)}}ﬁv
"a.‘l:\M‘ ,v i A "C\g;' ,v,v ,vjﬂ-‘i'v“y ,y;'\:dsv ":C:\ U ’v_”u-:u‘v
Sl ,'I_'ua‘ ,‘J-:-ﬂ' ’IM! 9';5‘”' ’vu)}‘\_!v "J}Eﬂ' ,'?\.\'1)..4..:",

.1

D2

[. SOl o i g 2" ’v;'uﬂhv i ’v;"_“&«i]v "5\ng
,'Lul;' ’VLG_.‘l ,"l‘iéé' ,vé\v ,'C_nlelﬁ\' ,vOAv ’VUJJ‘\W ,y;\_; A
\_é‘)‘d‘"’ |.l]

D3

[| ,n‘uﬁ; ,'Lﬁﬂ‘}' ’vau [T ,':‘:‘33:" ,'u")ij)l J ,'E—“U)e
’v‘_A‘;}”u ,'@Abel" ’VL}A! ;hu ,vﬁl ,vi‘u ) ,va:‘ﬁ:‘v ’vfn‘él
’|;'*_J\_~“_-‘| ) ! ,'955-“' ’v:\ﬂ_‘ ) ,'3__9).4\‘ ’r;g (U ’uséu
"él}u‘\ﬂj ,q_; wall "d.‘;\S}' ’v Sl "Ql;l.wﬂa\' ,';... Al
;?ﬁf‘ ’VLASV AN ’v;\_”m ) ’v:\ﬁ)’l\v ,Y’SS (U ,",ﬁ ,'“‘,3 \(l

Ay ’ugn RBY: ALl ,'E—Au)e' ,'QLA {FAl VA ,'f-ﬂé'
’|L!é:| ,v"'i‘ W "Zj):.d\}' "k:l}a__l“' ,v)éﬁv ,'Lﬁmj' ,'AQLA (PRl
Gl ol ’va_’@u ’ld\;‘;l, |..]
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Tokenization

Query

[l 5]

TABLE IlI.

REMOVING STOP WORDS

Removing stop words

D1

[ s A0 il e sheall Rl RIS ls
'JIA.AV 1 mﬂ' '@“_d" V?‘F&‘V 1 A&' 1 W l m\!
e SN iy L bl M 5l yss
"5‘}\1\' V“_“ U 'A_EAA' 1 i - V"-s ‘Y '47!5' ‘AJ‘

Saall g elsi’ Nlag']

D2

[l ’v s ,vm}v ’v, Al ,v;"_guv ,'Lh)h' ,':\.mdlgil' ,‘:‘:‘E
_..é)ll' Janals' el LS ,'Jﬁ“' e gan ”u]

D3

[[AE e Mt e sheall' YALGET ! 5y ) MSY | Vmals
Sl ALl T I el Sl fas) e gladll
,'3_\;.}.“' J&Lﬂé\:ﬁ;\' ’vj‘:\émv ,':\T!U:u.' ,V?Am| ,'ZT!JMI‘
S sl My el Sl Ada 3 sl MAeliall
R ')Mu\' el '*u)uv AT fandl 'ada
VAT "0l henal M el N gall' T gt Nl sladll
o sleall™]

Query

["osed 557

TABLE IV. STEMMING WORDS

Removing stop words

D1

[ ' W Josd ) pad é“m }Lux' ";333' ";\S' ARt

,e)XM' o slsiST Umy. G alle! Tagd teaat todany

‘)JA; @SJ‘ IL;SV el Y YLFMY V&j]‘ ,Y 1 ‘dLAJ"
st st et e 'Jﬁ‘,ubm,uedﬁ]

D2

[[Je sand foma! o T ouad! Topad 1A it IS
k_)ﬁ)a' véﬁbv '.‘u' |5&S¥ '&J‘”]

D3

[ & and 'e-‘ﬂ' 't’}h‘ uuauﬂse' ,'é‘lu)-}
Lﬁ-’}m e 16l 'Lf‘}" IGA\)_; 1Al 'a)l’-ﬂ'
v '&M' 'd}‘-" tL“Al 1t ICL‘AV 'S;J.:." L;Lu_l'
’GAL")JV '?)l’" 'AFB"' v?“ﬁv V(’AS' Jgasmd !
S Gead G ad 'S '8 ‘squ)Lu' “;\s.\' ')MLA'
e)l"-" ) i mev]

Query

[0 ']

TABLE V.

CALCULATING SIMILARITY VALUE OF BOTH TECHNIQUES

(COSINE AND INNER PRODUCT)

Inner product Cosine coefficient

D2

0.1000106089106782 0.17687817556756485

D1

0.01878310124244332 0.0191669745116163

D3

0.0 0.0
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In the Retrieval stage, above Table V shows the new
ordering of the documents when the user enter the query 4"
" 2.l The two methods could retrieve the same documents

order. The values are arranged in descending order. Hence
document 2 will be the most relevant document to the user’s
query followed by documentl and finally document3 which
has no relevance at all sto the user’s query as shown below:

Document 2: 4c sanall (paca (g 3285 el Aiae Lo e dunigl 20K
B yall Al L iy A <) e A5

Document 1: s L) pae daaday Glagleadl dps 4K Culd
3 uLA}LuJ\ Lz;jlys.: dlA.A @ u\.usﬂ GJL’J\ e}ﬂ\ [GIXTN ra.\la.mw\
L) Al el Cua @) A< A jae dbae 8 V)
Caaall 138 Jie caalad A g0 ISV D) jae )

Document 3:aas pud doudy gdlly cloglall 4485 Luganlls meliys

Gl gl 2ppall ALl & J¥1 zelall o sl 52 loglall
ASheal) 3 Aladl) (3 ) 5 Aelivall SIS Can ) Cilaliia) Al dliny paran
;_:Lq}u\«_m;?..a?mus MJ}:.MJ\A_\J‘):_“ Mmtﬁ)mu\cah}
uuw\qmd@@w\uﬂ\}uﬂ\ )Aﬁggﬂlj‘u\.‘gul

To compare between the two techniques, we have tested
our system using several of queries terms. The results show
that both techniques will retrieve the same documents order
every time a new query entered. The main contribution of this
paper is to demonstrate that both VSM technique (cosine and
inner product) could successfully be used for Arabic document
retrieval system.

V. CONCLUSION

Arabic language is one of the most widely used languages
around the world. Therefore, there are few studies were done
regarding Arabic information retrieval system. The primary
goal of this paper is to compare between two VSM techniques.
The result showed that both techniques could perform well in
satisfying the user’s needs of information retrieved.

In future work we can try to avoid using stemming
approach in the pre-processing stage and figure out how could
that affect the result and to see does that relate directly with
query chosen to retrieve the desired document.
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