So—yidl d=zo _
Journal of Educational 1.63 ol il Jalas
ISSN: 2011- 421X 23 2aall

Arcif Q3

S A Ao
3yall dmol>

&gl tl g SULLIT e ]
#2023 gl

hdll gugell (flasas .o 3237 Dk Sy
QM:&J\ Ol dukac .o il e
ol (plauas ol f TIEIN K oM

+ Sl iy ) Sluaianl (g Eiloul (e gk 30 Loy oyl Aol
. blakies Joaady aeSonadl syl plA>YI S o foed dloxal!
. @ilad dxadl JoxG Vg L@Jbﬂ—pi sl o nal Bygddall HEYIg cyII A3E
c i e J9 i)l 989 dnaladl ALeYI A gdune ! Joeis
AP RO A RPN CIE AT R PRV N FUPE A
(4 A gaxo aulall G4d>)

http://tarbawej.elmergib.edu.ly



oyl d=o .
Journal of Educational 1.63 ol il Jalas

ISSN: 2011- 421X 23 2a=ll
Arcif Q3

1| Jasl guo

P 3 Lo lgd (gl OF il dediall dxalall gl (§ bojiia

. odelgdy alall Gl Jguol —

duade Ay oo lejar O o L dd uw U8 duadall 831 9SS VT —

e z3gel (395 doga) A8 ol 30 -

L O9Sall ol e (339 roualy A gadall gl Juad —

OlAallg ¢ dadyg Jadl £9i9 ¢ Wlxisall sue o dmall linsg (G lgalb Wl plAl —
- Dbtue Al lgaial Jaslgud (0 Ao Log ¢ Jrdatl] d>giaoll diie))l

s Olgunls

a8y 9 doad b ol Gl oS (§ 3ol Amall -

gl Al ©bgleY il § Sl piase -

Al S5 dgrg e px3 Vg ¢ Lglouol SIS dgarg e pd Bygidell Ligadl -

Information for authors

1- Authors of the articles being accepted are required to respect the regulations and the rules
of the scientific research.

2- The research articles or manuscripts should be original and have not been published
previously. Materials that are currently being considered by another journal or is a part of
scientific dissertation are requested not to be submitted.

3- The research articles should be approved by a linguistic reviewer.

4- All research articles in the journal undergo rigorous peer review based on initial editor
screening.

5- All authors are requested to follow the regulations of publication in the template paper
prepared by the editorial board of the journal.

Attention

1- The editor reserves the right to make any necessary changes in the papers, or request the
author to do so, or reject the paper submitted.

2- The research articles undergo to the policy of the editorial board regarding the priority of
publication.

3- The published articles represent only the authors' viewpoints.

o @ o

http://tarbawej.elmergib.edu.ly



/‘\ =il s
: Journal of Educational 1.63 Al il Jalas
“ ISSN: 2011- 421X 93 sl

‘ Arcif Q3

Speaker recognition from speech using Gaussian mixture model
(GMM) and (MFCC)

Hanan A. Algrbaa,
Computer. Dept. Academe Tertiary for Sciences and Technique ,Kasr Akiear

Abstract :This research presents a comprehensive presentation of speaker recognition
technology, beginning with the basics of self-identification, extracting some features
from the voice, models used, updates and current developments, and identifying
methods for the Speaker Recognition System 'SRS'. first we extracted features from
the speech signal and then we give them to the statistical model . This study We use
GMM as statistical model to create a unique voice print for each identity

Keywords (Speaker recognition , Feature extraction , Gaussian mixture model
[GMM], Mel Frequency Cepstral CoefficientsfMFCC].

Introduction:

Identification of the speaker: It is the process of identifying a person through his
voice, as there are no two people with the same voice, and this is due to the difference
in the vocal apparatus responsible for producing or issuing the sound from one person
to another, and the size of the larynx, in addition to that each voice has what
distinguishes it by it or it, with a specific dialect, and a special rhythm or intonation.

In the recognition system, a number of these features of each person are extracted and
an attempt is made to reach these differences as a way to identify the person more
accurately. SRS is to convert the acoustic voice signal into a computer-readable
format and to identify the speakers depending upon their vocal characteristics [1].
What is a speech recognition system?

Speaker recognition is the process of automatically recognizing who is speaking on
the basis of individual Information included in speech waves.

Problem Definition and Applications Speaker recognition involves two stages:
identification and verification,

In identification, the goal is to determine which voice in a known group of voices
best matches the speaker. In verification, the goal is to determine if the speaker is who
he or she. Recent studies were focused on the automatic speech recognition (ASR)
because of its importance in many fields as banking, security, forensics , remote
access to computers etc. Speaker recognition is the process of automatically
recognizing who is speaking on the basis of individual Information included in speech
waves. It is involves two types: Speaker identification and Speaker verification.
Speaker identification is the process of determining which registered speaker provides
a given utterance, It is determine which voice in a known group of voices best
matches the speaker. Speaker verification is the process of accepting or rejecting the
identity claim of a speaker, It is determine whether the person speaking is the same
person he/she.[18].This study search in Speaker recognition (identification).The
process recognition can be divided into several stages: features extracting, Features
Selection, and Classification.
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The first stage Features Extracting: this stage is important to recognize, it is the
computation of a sequence of feature vectors which provides a compact representation
of the given speech signal. This stage will be read in the following section.

the MFCC is the most common important features fore speaker recognition and it
gives of accuracy recognition, it was used in many previous studies it was perfect,
there for it was selected and it has been improved by apply Ifft instead of DCT .The
MFCC were extracted from database, for 10 speakers whit 196 sentences, using
matlab program, The number of features was 13 features.

Features Selection stage: The number the extracted features should be taken into
account after extracting the speech features usually there are huge number of features
, are repeated and less effective for recognition speaker, it should not be a big
number, statistical models for example as Gaussian mixture model cannot cope with
the higher dimensions data. therefore we need to selection or reduction dimension
this features.

Dimension Reduction These techniques are typically used while solving machine
learning problems to obtain better features for a classification or regression task.

Normalization is the process of scaling individual samples to have unit norm. This
process can be useful to use a quadratic form such as the dot-product or any other
kernel to quantify the similarity of any pair of samples.

in this stage used different methods to reduce dimension of the features to obtain good
classification results. Before apply reduction dimension apply normalization on each
data (features). In this study was used three reduction methods: Low Variance Filter,
Principal Component Analysis (PCA) and Backward Feature Elimination. whit two
normalization methods .So this created six methods for classification.

Classification stage: classification is the process of grouping the patterns,

are sharing the same set of properties. It is Based on the feature extraction a model of
the voice is generated and stored in the speaker recognition system. After features
selection, the output are input to Training and testing the model . here get model
classification (recognition process). [25] machine learning tool used to evaluate the
accuracy of the model. there are many models that used in classification as Gaussian
Mixture Model (GMM), Support Vector Machines (SVM), Hidden Markov Model
(HMM) and K-mean. In this study was used (GMM ,K-mean). Recent researches
show that MFCCs are successful in processing the voice signal with high accuracies.
MFCCs represents a sequence of voice signal-specific features[30].MFCC, PLP and
LPC are the most widely used features in area of speaker processing (Namrata Dave
2013).

MFCC are chosen for the following reasons:-

1. MFCC are the most important features, which are required among various kinds of
speech applications.
2. It gives high accuracy results for clean speech.
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3. MFCC can be regarded as the "standard” features in speaker as well as speech
recognition.

1.The Mel-scale frequency cepstral coefficients (MFCC) extraction is used in
front-end processing

Input Speech ' Pre- Frame Hamming
Signal Emphasis ‘ ‘ Window
od L -]

MFCCs being considered as frequency domain features are much more accurate
than time domain features [9, 10, 11]. MFCC features are based on the short-term
analysis and thus from each frame 13 MFCC features are computed (Desai and etal
2013). MFCC method for feature extraction analyses the acoustic features in a speech
to determine the Mel coefficients for processing a speech in ASR [20]. MFCCs are
coefficients, which represent speaker, based on perception of human auditory systems
(Taabish Gulzar and etal2014). MFCC has two types of filter, which are spaced
linearly at low frequency below 1000 Hz and logarithmic spacing above 1000Hz
[11].The MFCC algorithm is used to extract the features.

Remaining calculation for features extraction is same as for image [13].

1.1 MFCC Method :In the flowing section we will present how calculate the MFCC
in six steps as browser.
1- Pre-emphasis

This step processes the passing of signal through a filter which emphasizes
higher frequencies. This process will increase the energy of signal at higher frequency
isgiven by eq (1)
y(n) = x(n) —ax(n-1) 1)

Where x is the original signal and n is the index of the sample. The range of n
is from 1 to the length of signal, y is the pre-emphasis signal obtained by eq (1) as
shown in fig2.1, and a is a constant, which has a typical value of 0.95.

=104

fig.1.1 (a.b) (a) Original signal (b) Pre—emphasis
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2- Framing and blocking

In this process, the Pre—emphasis signal is divided into overlapped frames. This
process segmenting the wave into small frames. Each frame has a duration from 20
to30 mel second (ms). which contains N samples, the overlap length (M) usually less
than N. for example the overlap length (M)=100 when the frame length N =256. If the
frame is much shorter, we don't have enough samples to get a reliable spectral
estimate, if it is longer the signal changes too much throughout the frame. It is
assumed that although the speech signal is non-stationary, but is stationary for a short
duration of time.

3- Windowing

In this step Hamming window is multiplied with each of the above frames, this
is done for minimizing the disruptions at the starting and at the end of the frame, the
output after windowing the signal will be presented as Y (n) =y(n) x W (n)

)

Where Y(n) is the frame after windowing process, y(n) is the Pre—emphasis
frame, and W(n) represents the Hamming window. Basically many window functions
exist such as rectangular window, flat top window and hamming window, However
mainly hamming window is applied for carrying out windowing. Hamming usually
represented by the following equation:

W(n) = 0.54— 0.45cos(N2—””1) ©)
Where 0 = n<N -1 when n is the sample number, N is the length.

This equation can be represented as shown in fig2.3.a where N=256 sample

o so0 100 1s0 zoo =2s0 so00

(a) Hamming window

o.os

o.06

o.0a

o.o2

-0.02

-0.0a

-o0.06

50 100 150 200 250 300

Fig.1.3(a,b) (b)windowing
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From the final process as shown in Fig .2.3(b) the starting and ending are smooth.

4- Fast Fourier Transform (FFT) : FFT is used to convert each frame of N samples
from time domain into Frequency domain. Fourier transformation is a fast algorithm
to apply Discrete Fourier Transform (DFT), on the given set of N samples shown
below

—j27Kkn

N —1

X(k)y= > Y(mMe N 4)
n=0

Wherek=0,1,2.....N-1

1.a

PGV el

o 500 1000 1500 2000 2500 3000 3500 4000

Fig.1.4 (FFT)

Basically the definition for FFT and DFT is same, which means that the
Output for the transformation will be the same; however, they differ in their
computational complexity. Thus it is in digital processing or other area instead of
directly using DFT, FFT is used for applying DFT[13].

5- Mel scale The human auditory system doesn’t interpret pitch in a linear manner.
The sole purpose of the experiment were to describe the human auditory system on a
linear scale.The formula to convert frequency f hertz into Mel mf is given by Eqg.

mf = 2595logy (- +1) (5)

o ES) EXT) iso =00 =50 Soo

Figl.5 Mel scale

As shown in Figl.5 which describe the relationship between the real frequency f in
Hz and the mel scale frequency.

6- Calculate Mel Filter bank :The filter bank is a set of overlapping triangular
bandpass filter, that according to mel-frequency scale[5].
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e let The FFT size =256. We will use only the half of the FFT size i.e Nfft
=128.see fig(1.6)

1.4

1.2

o.s -
o.e -
o.a -

o.z

o

o zo ao s0 B0 100 1zo0 140

Figure 1.6: The FFT sample Manner value

e Now we will convert the X-Axis from samples to Hz frequency.by
multiplying each sample by Af ,see equation (6) and Fig 1.7(a,b)

—— >4000
0 3125 625 9375
(a) (b)
Figure 1.7: The FFT values in Hz manner
af = 3000 _ 54 o5 (6)
128

e Now Convert the minimum and maximum from Hz frequency to mel scal
frequency by eq (5) for example when the min=0 then:

Minmel = 2595109 10(L +1)=0
700
When the max =4000 then

Maxmel = 25951log 10(M +1) = 2146mel

f= 034 96 69. 92 108 37 146. 82

OO /N

flo] f[ f[21 f[3] f[4] f [20]
filter2 =[0,0,0,0.78,0.38,0..........0]
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Figure 1.8: -filter bank

- fieq

TYvyYevy

Energy in
Each Band

1
|

~o 1000 2000 3000 4000 S000 6000 7000 8000
frequencvyiHzy = wmrenos

Figure 1.9: -filter bankx FFT

These filters are non-uniformly spaced on the frequency scale, with more filters in the
low frequency regions and less filters in the high frequency regions.

-Apply the bank of filters according Mel scale to the spectrum
-Each filter output is the sum of its filtered spectral components

Mel spectrum can be used for calculating first 13 coefficients using DCT. Hence,
first 13 coefficients are calculated using DCT and higher are discarded.

6- Discrete cosine Transform (DCT): This allows for better processing of data
(Namrata Dave 2013). This is the process to convert The log Mel spectrum into time
domain using Discrete Cosine Transform (DCT). Each input utterance is transformed
into a sequence of acoustic vector [11].

C.= KZK_;(Iog mf ) cos[m(K — %) %] ()

Where m =0, 1... k- 1 .Where Cn represents the MFCC and m is the number of the
coefficients here m=13 so, total number of coefficients extracted from each frame is
13 (Desai and etal 2013).

—zo

Figure 1.10:MFCC
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The MFCC algorithm
Read the wave file (X)

Determine the wav length (N)
Determine the overlapping length (M)
Determine the sample length (n)

K=0  where k is number of frames

1) Pre—emphasis step

X1(n) = X(n)—0.95X(n-1)

2) framing step

For | = 1 to overlapping length to wav length - sample length do

K=K+1
F1(n)=X1(Mn+ N)
End do

3) hamming windowing step
For | = 1: sample length do
W(n)=hamming windowing.*F1(n)

End do

4) Fast Fourier Transform (FFT) step

f =FFT(W(n))
5) filter bank step
ws = call fun filterbank

fet=ws x f
6) DCT step
fori=1 to13do
MFCC = DCT (fet)

end do
Database

- .
E:H_]
N

Each file is framed into number of frames different for each file, we calculated 13

MFCC for each frame.

After extract 13MFCC for each wave. So, total number of coefficients extracted from
each frame is 13. There for speech signal contain (number of frames multiplied

number of MFCC).

Fig3.13

http://tarbawej.elmergib.edu.ly
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After extract the selected 13MFCC for each frame for each wave. Calculate the
average of each MFCC Coefficient so we have 13 values per signal. For example if
the signal contains 200 frames then we have 200 multiplied 13 features. The
arithmetic average is not enough because it does not reflect the specific values of each
speaker.

In this work we proposed adding some statistics measures to extend the number of
features. Each dimension with seven statistical characteristics. These statistics are
average (avg), the standard deviation (std), variance (var), maximum (max), minimum
(min), rang and Medium (mid) of MFCC Per coefficient of MFCC. Therefore we
obtained 91 dimension vector as parameters of speech features for each wave. The
feature vector of 91dimension, consisting of the following Coordinates From 1to
13are the average,14 to 26 are the standard deviation, 27 t039 are variance, 39 to 52
are maximum, 52 to 65 are minimum,65 to 78 are rang and from 78 to 91 are
Medium.

2 Gaussian mixture models

GMMs are often used to generalize models from sparse data [6]. It is considered as
one of the methods for clustering that helps in building soft clustering boundaries
[21]. The model has two main applications. The first one is to use it as initiating data
when creating models of particular speakers[29]. In traditional speaker recognition
system usually use 13 MFCC features which extracted for each frame and then the
calculate arithmetic mean for each frame and after use GMM classification model for
recognition speaker.

The paper is organized as follow. Introduction are presented in section 1, Used
Database is introduced in section2, proposed system in section 3, .section 4 present
Results, and Discussion Conclusion section5. The proposed method will be explained
in more details in following section.

3. The Database

The first step to build a speaker recognition system is to select or create database. The
database must include record by different utterance speakers. In this study the Berlin
database is chosen. This database was

recorded at the Technical University of Berlin [24]. The Berlin database is widely
used in speaker recognition and emotional speech recognition. It contains about 500
utterances spoken. Ten professional German actors (five female and five male) Five
of the ten sentences consisted of one phrase, the other five consisted of two phrases,
which include the ten actors (5 female and 5 male) producing 10 German utterances
(5 short and 5 longer sentences). As the recordings were intended for phonetic
analysis of emotions and emotional speech synthesis they were conducted under very
controlled conditions and so are marked by a very high audio quality. 200 utterances
where selected. Table (1) show the information about the distribution of sentences for
each speaker form berlin database. Where S1,S2,...,S10 represent speakers,
a01,a02,a04,a05,a07 represent the five short utterance ,b01,b02,b03,b09,b10 represent
the five long utterance.

Table (1) the distribution of sentences and speakers of the used Database

http://tarbawej.elmergib.edu.ly 448
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3. The proposed system

This section present the proposed system. The main parts of the system are feature
extraction, classification. These parts will explained in more detail in the following
subsection. Figure (3) descried the proposed system.

Input (features) output (speaker recognition)
fl ¥ s1
—> —>
A\ GMM A
fn S10
Fig (3)

The flowchart in figure (4) is partitioned into 5 parts. This flowchart introduced the
system partitions in very clear ways.

Speaker S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 Total

Utterance
a0l 3 3 1 2 2 3 3 1 3 3 24
a02 3 2 - 3 4 2 1 2 3 2 22
a04 4 3 1 2 3 1 2 1 3 2 22
a05 2 2 3 1 3 1 2 3 1 3 21
a07 4 4 3 2 2 1 2 2 3 3 26
b01 2 2 2 1 1 1 2 3 - 3 17
b02 3 2 1 1 4 3 2 2 3 - 21
b03 1 2 2 1 1 1 2 1 1 2 14
b09 1 2 1 - 2 1 1 1 2 1 12
b10 1 5 1 1 3 1 3 1 3 2 21
Total 24 27 15 14 25 15 20 17 22 21 200

http://tarbawej.elmergib.edu.ly 449
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A

Start(feature extraction function)

>

NW=the num of wave firom the speech wave DB//a=0.95

I Frr nnrh h=1- NV

Read the speech wave, Fs £=8000
S = Digital speech wave

x = resampling (S,Fs, )
L = length (x)
| |
Pre—emphasis

For eachn=I1:L

y(n)=x(n)—ax(n-1)

N= frame length //in this work=256

O=overlapping length // O=100

Framing and blocking:

NF = number of frames per wave = (

N-0O

)

For each frame j=1:NF

For eachi=0:N-1

Z(@)=y(*100+1:i*100+N)

Windowing
For each n =0: N-1

2mn

W(n)={ 0 .54—0.45 cos( = 'l)}
Bn)=Zn)xWwW (n)
1
Fast Fowrier Transform
for k =0:FFT _SIZE -1
—Jj2zkn
FFT _ SIZE CwFr az’
F(k)= > B(n)e =
n=0
FFT _ SIZE =1227%1

Read No of filters, M //Num ofilter=R=20
SfLow, fHigh /fHigh=£/2, fLow=0, M=13

Fig (4). The main proposed system

wis=Call filterbank (FFI_SIZE f5, Num of filter
SfLow High)
fet =wisx F

Apply DCT

2
MFCC(j,:)= % Zf:l log( fet(r)) cos[% r+ %)m

cr=1,_,R ,m=1,_,M [/ MFCC Nrx13

AW Vel

Fetstatic=Call feature statistic fin O

Fet (h,:) = Fetstatic I

ALL

Selectfer=Call PCA
(ALL Fer)

divid the selectfet into (train,

test) //randomaly

)
(

GMM

Result
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( Start (feature statistic function) >

Feature statistic (MFCC)

fetavg=mean( MFCQ

fet _min=min(IFCQ

fet _var=var(MFCQ

fet _max=max(MFCQ

fet sTd=std(MFCQ

fet _mid=median MFCQ
fet _rang=( fetmax- fetmin)

fetstatic=[ fetavg fet _mingfet varfet maxyfet std, fet _mid, fet _rang
|

// fetstaticg 1fzature:

Fig (4.d). Feature statistic function

3.1 feature extraction

< Return fetstatic )

After extract the selected 13MFCC for each frame for each wave.
average of each MFCC Coefficient so we have 13 values per signal. For example if
the signal contains 200 frames then we have 200 multiplied 13 features. The
arithmetic average is not enough because it does not reflect the specific values of each

speaker.

Calculate the

Therefore, this article proposed an adoptive MFCC by adding some statistics
measures to extend the number of features. Each dimension with seven statistical

Avg Std Var Rang Max Min Mid
MFCC1 | MFCCl-avg | MFCC1-std | MFCC1-var [IMFCC1- rang| MFCC1- max | MFCC1- min |[MFCC1- mid
MFCC2 | MFCC2-avg | MFCC2-std | MFCC2-var | MFCC2-rang| MFCC2-max | MFCC2-min |MFCC2- mid
MFCC3 | MFCC3-avg | MFCC3-std | MFCC3-var [IMFCC3- rang| MFCC3-max | MFCC3-min |MFCC3- mid
MFCC4 | MFCC4-avg | MFCC4-std | MFCC4-var [IMFCC4- rang]| MFCC4-max | MFCC4-min |MFCC4- mid
MFCC5 | MFCC5-avg | MFCC5-std | MFCC5-var [MFCC5- rang] MFCC5-max | MFCC5-min [MFCC5- mid
MFCC6 | MFCC6-avg | MFCC6-std | MFCC6-var [MFCC6- rang| MFCC6-max | MFCC6-min [MFCC6- mid
MFCC7 | MFCC7-avg | MFCC7-std | MFCC7-var [MFCCT7- rang| MFCC7-max | MFCC7-min [MFCC7- mid
MFCC8 | MFCC8-avg | MFCC8-std | MFCC8-var [MFCC8- rang| MFCC8- max | MFCC8-min |[MFCC8- mid
MFCC9 | MFCC9-avg | MFCC9-std | MFCC9-var [MFCC9- rang| MFCC9-max | MFCC9-min [MFCC9- mid
MFCC10 | MFCC10-avg | MFCC10-std [MFCC10-var] MFCC10- |MFCC10-max|MFCC10-min| MFCC10-
rang mid
MFCC11 | MFCC11-avg | MFCC11-std [MFCC11-varl MFCC11l- |MFCC1l-max | MFCC11-min| MFCC11-
rang mid
MFCC12 | MFCC12-avg | MFCC12-std [MFCC12-varl MFCC12- |MFCC12-max | MFCC12-min| MFCC12-
rang mid
MFCC13 | MFCC13-avg | MFCC13-std [MFCC13-varl MFCC13- |MFCC13-max | MFCC13-min| MFCC13-
rang mid
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characteristics. These statistics are average (avg), the standard deviation (std),
variance (var), maximum (max), minimum (min), rang and Medium (mid) of Per
coefficient of MFCC. Therefore we obtained 91 dimension vector as parameters of
speech features for each wave, as shown in table (2).

The feature vector of 91dimension, consisting of the following Coordinates from 1to
13are the average,14 to 26 are the standard deviation, 27 t039 are variance, 39 to 52
are maximum, 52 to 65 are minimum,65 to 78 are rang and from 78 to 91 are
Medium.

PCA technique is used to select the best significant feature vector from 91 dimension.
The selected features are divided into training and test data in the classification
system.

The features extracted are reduction to 3 dimension by using PCA technique

3.2 Gaussian Mixture Model technique

From the previous section we have a dataset (D) with n (200) utterance in a d-
dimensional, p = { x; }*; i, Where d=3, Given i=1, and given the number of desired

clusters Kk, the cluster her as speaker, the goal of representative-based clustering is to
partition the dataset into k groups or clusters, which is called a clustering and is
denoted asc = {c;.c».....c} Where k=1,...,10. Further, for each speaker; there

exists a representative utterance that summarizes the cluster, a common choice being
the mean.

Let x ,denote the a™ random variable corresponding to the a" features. We also
use x , to denote the features vector, corresponding to the n data samples from x , .
Let X =(x1,X2....Xq) denote the vector random variable across the d-features,
with ; being a data sample from X. It is assume that each speaker c; is
characterized by a multivariate normal distribution, that is,

(X—p; ) oi H(x—y)

fi(x)=f(x\ui,ci)=+e_( 2 ) (1)
hal 1
(2n)? ‘Gi‘a

Where the speaker mean ., € RY and covariance matrix Gi € R9*d are both
unknown parameters. . (x) Is the probability density at x attributable to speaker ¢;

It is assume that the probability density function of X is given as a Gaussian
mixture model over.

3.2.1Train stage

The purpose of this stage is calculate the parameters for each speaker by several steps:
Initialization, expectation, and maximization.

Initialization Step
For each speakerc;, with i = 1,2, . . . k, we randomly initialize the mean #i by
selecting a value p;, for each dimension X 5 uniformly at random from the range of

Xa , The covariance matrix is initialized as the d xd identity matrix gj=1 . Finally,
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the cluster prior probabilities are initialized to P(Ci) = 1/k, so that each speaker has
an equal probability.

Expectation Step

In the expectation step, we compute the posterior probability of speaker . given

utterance x; withi=1,... kandj=1,...,n. As before, we use the shorthand
notation w; = p(cj| xj) to denote the fact that ;= p(¢i|x;) can be considered as the
weight or contribution of utterance x; to speaker,, and use the notation

wi = (wi1 »wj2 ,...,Win)T to denote the weight vector for speaker c; , across all the n
utterance.

f(x; |Hiy0f)p(0i)

()

wij = P(cilxj)=—
Zlf(Xj|HavG%)p(Ca)
a=

Maximization Step

Given the weights Wij in the maximization step, we re-estimate ¢j , i and
P(c;)- Themean . forspeaker -, can be estimated as

n .. .
 ZjaWijXj 3)
2 awij
Considering the covariance between dimensions x , and x, is estimated as

203 wij (X ja = Hia)(X jo— Kip)

(4)

o b—
" 2y wi

Expectation-Maximization Clustering

Where xjaand p;,denote the values of the a  dimension for xj andy, |,
respectively. The prior probability p(c;)for each speaker is, given as

()

n ..
j=1 Wij
P(Ci)=

Finally, after the training we have all parameters 6={y;, o, P(Cj)}.i=1:k.

3.2.1Test stage

From the previous section we have the parameters GMM model for each speaker as
shown in figure (5).

This stage, we have a speech wave y; and its categories by equation (6) speaker

recognized

http://tarbawej.elmergib.edu.ly 453



/\ 9 A Alaa
‘ Journal of Educational 1.63 2ol L) dalas

( |
I ‘ ISSN: 2011- 421X 23 a1l
| Arcif Q3

f(Yj |Mi,c512)p(Ci)

wij = P(cily;)=— (6)
zlf(y,-lua,c%)p(c;a)
a=
EM Clustering Algorithm In the multivariate EM clustering algorithm .After
initialization of , ,,, and pc,yfor all i =1, . . . k the expectation and

maximization steps are repeated until convergence. For the convergence test, we
check whetherziuug _“}flﬂz <&, Where ¢>0 is the convergence threshold, and t

denotes the iteration. The iterative process continues until the change in the speaker
means becomes very small.

Ditabase Creation Process Speech Signal to Feature Vector

(G=))
l Speakerl

Speaker2

0 On 0.0
‘ \ Feature | ﬁ: > Adapt features
3 » * o o
I_EZ -I O

Extracti [ o < (statistic)

(Reduction)

i

L. v— Classification Trainin
Recognition Classificatio ’
Model

’
Features selection ]

Fig (6): The proposed speaker recognition system

Table (4) the recognition accuracy of the proposed

Target Accuracy
GMM
S1 75%
S2 76%
S3 82%
S4 72%
S5 82%
S6 73%
S7 74%
S8 82%
S9 73%
S10 75%
Total accuracy | 76.4%°
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3.4 Discussion

The article presented an adoptive MFCC by adding some statistical method such as
the standard deviation, variance, maximum, minimum, rang and Medium.

In order to evaluate the performance of the proposed feature extraction technique and
the designed classifier, experiment is carried out. The results gained after applying the
proposed system through the five partitions shown in the proposed system
methodology in Fig. 4 many times in different experiments. The efficiency of the
proposed recognition system is judged from two different perspective: recognition
rate and network performance, which are illustrated in Table (5).

Table 5. The best neural networks and GMM experimental results

Feature Classifi | Featur | Feature | Training Training Testing Predictin | Epoch

extractio er e selectio | performan | recognitio | recognitio g S
n techniqu | vector n ce n rate n rate recognitio | humbe

technique e length n rate r
Tradition | GMM 13 3 73.2% 71.3%
al MFCC NNT 13 10 E-5 94.69% 80.79% 64.26% 1000
Adoptive | GMM 91 3 76.4% 74.1%

MFCC NNT 91 10 E-5 100% 99.27% 96.10% 1000

The result in table (4) show that the adoptive MFCC technique is more effective than
the traditional MFCC.

3.5 Conclusion

This paper proposed a speaker recognition system based on newly proposed and
powerful extracted features from the speech signal. MFCCs coefficients were
commonly used in most of the previous studies for speaker recognition. However the
traditional systems only used the average value of these coefficients for all frames in
the speech signal. The number of extracted features using MFCC usually 13 feature.
This number of extracted features are not enough to distinguish speakers in their
systems. Therefore, this paper proposed an adoptive method for extracting more
expressive and distingue features form MFCCs coefficients. Six statistics were
calculated for each of the 13 coefficients for all frames, the obtained 78 new features
in addition to the 13 traditional features. Therefore our features vector consists of 91
features. In order to select the most important features for the proposed system PCA
method is applied to reduce the features dimensions from 91 to 3 discriminate
features. GMM classification methods were proposed for speaker classification based
on the 3 discriminated features. The results of the speaker recognition with the
proposed system outperforms the traditional system.
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